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ABSTRACT 
Attendance at academic conferences via telepresence robots 
is now a reality. Yet it is not clear how to design for shared 
usage of telepresence robots. We conducted a study of 
telepresence attendance at the CSCW 2016 conference 
where we explored the use of shared telepresence robots, 
asynchronously by different attendees based on varying 
time slots, and synchronously by multiple attendees using a 
single robot concurrently. We compared this experience to 
attendees using robots dedicated to just them. Shared 
telepresence robots allowed users to overcome feelings of 
obligation, commitment, and responsibility. However, 
shared robots also created feelings of disappointment and 
awkwardness when it came to visually personalizing the 
robot. Shared robots caused remote attendees to lose out on 
the autonomy that comes with a dedicated robot along with 
the ability to regulate one’s solitude and choose when and 
how to interact with others. These results suggest 
alternative telepresence robot designs that better support 
autonomy and control for remote attendees where designs 
move beyond single-user models to better suit shared usage 
and methods to gain support from local attendees. 

ACM Classification Keywords 
H.5.3 [Information interfaces and presentation]: Group and 
Organization Interfaces - CSCW 

INTRODUCTION 
Telepresence attendance at academic conferences is now a 
reality where we are seeing conferences utilize telepresence 
robots [24,28,31]: video conferencing systems that users 
can control and drive through remote environments. Studies 
have found telepresence attendance at confereces to be 
valuable in situations where it is not easy for a person to 
attend in person, e.g., accessibility challenges, cost 
restrictions, visa problems, lack of time for travel [28]. The 
video conferencing capabilities of the telepresence robots 
along with their mobility make it so that remote attendees 
can see presentations and mingle during social events [28].  

To date, explorations of the use of telepresence robots has 
often focused on the use of dedicated robots where one 
person uses a single robot (e.g., conference attendance 

[12,28], home usage [46], work usage [25]). In contrast, 
shared telepresence robots have the potential to reduce a 
conference’s cost for remote attendance by having multiple 
attendees use a robot at different points in time [28,31]. 
This is possible because remote attendees often want to 
attend at different times due to time zone differences and 
work schedules [31]. A study of telepresence at ACM CHI 
2016 involved the use of shared telepresence robots, though 
the research focus was on understanding how the large-
scale of the conference affected telepresence attendance, 
rather than shared robots [31].  

  
Figure 1: Beams at CSCW 2016. 
In contrast, our focus was on studying the specifics of 
shared telepresence robot usage at a medium-sized 
conference: the ACM Conference on Computer Supported 
Cooperative Work and Social Computing (CSCW) 2016, 
which had approximately 750 local attendees, took place on 
two floors of a hotel, and had five parallel tracks. This 
creates a different setting than the aforementioned large-
scale conference study. With CSCW, because the venue is 
smaller, especially compared to conferences like CHI, 
social mingling is more readily available as an activity for 
remote attendees due to shorter driving distances [31].  

At CSCW, 19 people remotely joined the conference via 
eight telepresence robots (Figure 1). A portion of remote 
attendees shared robots while others used robots dedicated 
to just them as a point of comparison. Our study was 
exploratory where we were interested in seeing what 
emergent behaviors might occur. We wanted to learn how 
shared robots would benefit remote attendees and generally 
be used; how and why the use of shared robots might create 
challenges for remote attendance; and, if and how the 
design of telepresence robots may or may not map to the 
needs of remote attendees when robots are shared.  
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Our results show that shared telepresence robots offer 
benefits for remote attendees as they can help alleviate 
feelings of obligation, commitment, stress, and anxiety. We 
also observed unexpected sharing practices emerge as a 
result of participants being given flexibility in terms of how 
they used their telepresence robot.  Shared telepresence 
robots supported both asynchronous and synchronous 
remote attendance. By asynchronous, we refer to people 
using the same robots but at different times, such as a group 
of graduate students time-sharing a single robot. By 
synchronous, we refer to behaviors where a robot was used 
by multiple people concurrently to support activities such as 
remote teaching and simultaneous multi-person viewing of 
talks and mingling. Such sharing practices were not 
reported for the study at CHI 2016 [31] and nor the study at 
Ubicomp/ISWC 2014 [28]. The learning of and adherence 
to social norms also became a shared responsibility where 
local attendees aided remote users.  

Yet shared telepresence robots were not used without their 
challenges. The robots were ostensibly designed for single 
users making synchronous shared usage awkward in social 
interactions as people had to give-up feelings of control and 
autonomy. Unlike telepresence robot usage at CHI 2016 
[31], robot personalization was very important for remote 
attendees; however, personalization was difficult because 
people were not always in complete control of how they 
appeared. These results point to the need to consider 
methods to support robot appropriation for individuals and 
small groups; forms of digital personalization; and, ways to 
support the creation and evolution of social norms around 
telepresence attendance. This extends the ways in which we 
think about identity, autonomy, and control when using 
video-mediated communication systems. 

RELATED WORK 
Remote Conference Attendance 
Conference attendees have been able to remotely attend 
academic and industry conferences to varying degrees over 
the past two decades, including through avatars [8,16], 
mixed environments with both local attendees and avatar-
based remote attendees [39], and telepresence robots 
[28,31]. Studies of these events show that remote 
attendance enabled a broader level of participation [8,16, 
28,31,39]. People especially enjoyed social mingling 
through avatars and telepresence robots at mid-sized 
conferences [8,28,39] despite challenges with recognizing 
people, body language [8,16,28,36,39] and moving into and 
out of group conversations [8]. On the other hand, 
socializing was much more difficult and of secondary 
importance at large-scale conferences through telepresence 
robots [31]. In the case of CHI 2016, remote attendees said 
that the size of the CHI 2016 venue (~143,000 sq. ft) and 
large volume of local attendees (~3700) made them less 
concerned about activities such as presenting their identity 
and social mingling [31]. On the other hand, personalization 
of oneself (either via an avatar or decorations on a robot) 
was seen as being valuable at mid-sized conferences [8,28]. 

Remote attendees at both avatar-based conferences and 
conferences with telepresence robots also faced challenges 
related to automony [5]—how, when, and in what ways 
people were able to remotely attend the conferences. For 
example, time zone differences created issues for attending 
large portions of the events [8,16,28,31,39]. Researchers 
found that people had difficulties in being virtually present 
at the conference while dealing with life at their physical 
location, including work and personal obligations [8,28,31].  

In contrast to this research, our work directly explores the 
use of shared telepresence robots. Here we investigate both 
asynchronous sharing of telepresence robots (where people 
pick time slots) and synchronous sharing (where people 
concurrently use the same robot). Only one telepresence 
robot was shared at the Ubicomp/ISWC 2014 conference 
[28]; thus, this paper does not explore shared robots in 
detail. The study at CHI 2016 explored 33 people attending 
using 10 asynchronously shared telepresence robots [28]. 
The shared use of robots caused some attendees to pre-
position Beams in sessions to avoid long driving times 
across the venue and scheduling collisions occurred when 
people would try to sign into a Beam that was still in use 
[31]. Our study builds on this work to more deeply explore 
the use of shared telepresence robots in a medium-sized 
conference where fewer local attendees and shorter driving 
distances create an atmosphere more focused on social 
mingling than large-scale conferences [31]. We also explore 
synchronous sharing, in addition to CHI 2016’s focus on 
asynchronous sharing only. 

Workplace Settings 
Telepresence robots have been studied in work settings and 
results have pointed to findings that are similar to 
conference attendance, e.g., issues with the presentation of 
self, social interactions, and telepresence robot design. 
However, these studies all focus on situations where a 
single person is using a telepresence robot and do not 
consider design needs when robots are shared amongst 
multiple people.  Telepresence robots dedicated to a single 
person have been found to support group tasks [30] and 
promote knowledge of availability and social presence 
amongst co-workers [25], though new social norms have to 
be established for interactions [25,42]. Co-workers local to 
the robots have been found to help them out with elevators 
and charging [25], which is similar to what happens at 
conferences [28,31]. In some instances, people treat a 
remote person like a robot or object rather than a person 
[25], again found at conferences [28,31]. Wide field or 
panoramic views are valuable [17,18,22] for supporting 
peripheral awareness [17]. Similarly, mobility is important 
for task completion [18,33] and varying audio levels for 
conversations [18]. Some have suggested setting volume 
levels based on ambient noise [14]. In addition, there is a 
need to show a robot’s location on a venue map [43].  

Researchers have distilled the importance of appearance 
and how one looks in a telepresence robot [25]. This is 
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similar to how one creates and shares their identity with 
others when in person [11]. Goffman describes such acts of 
human self-presentation as being similar to how a person 
presents himself or herself as an actor on stage with a 
certain appearance, attitude, and corresponding sequence of 
actions and interactions with others [11]. These interactions 
reinforce and sometimes extend one’s conceptual model of 
identity [11]. Goffman’s framework has been shown to be 
useful for understanding identity presentation in a 
telepresence robot [28]. With telepresence robots, 
researchers point to the need to present oneself in an 
appropriate way where one has both visual and audio 
feedback since it is hard to know how loud one sounds in 
the remote location and what one looks like [25,29,41,43]. 
Robot height has even been shown to affect persuasiveness 
[33].  While beneficial, this research does not explore 
personalization needs when multiple people share 
telepresence robots. This is a focal area of our work. 

Video-Mediated Communication 
More broadly, there is a vast amount of literature and 
theory on video-mediated communication, which our study 
explores and extends in terms of its relationship to shared 
telepresence robot usage and design. In workplaces, video 
communication systems have been shown to be valuable for 
casual interactions [45] and maintaining workplace 
awareness of others [2,4,9]. Here it is common for multiple 
people to share video connections as a part of meetings 
(e.g., one or more colleague uses Skype to connect in). Yet 
there is a tendency to design new systems with a focus on 
assigning one-person to each device or video display (e.g., 
[27,44]). This trend continues in the design of commercial 
telepresence robots that often look like a single person, e.g., 
with ‘legs’ and a single ‘body’ and ‘head’ (e.g., [38]). 

In domestic settings, we see video chat systems being 
valuable for sharing conversations and joint activities 
[6,16,19,23]. Video communication systems tend to be used 
and designed in a way that turns the device (e.g., a tablet) 
into a ‘portal’ showing the remote location (e.g., [20,21,34]. 
This allows multiple people to gather around the display, 
such as groups of children or other family members, so that 
the systems support synchronous shared usage [1,10,23]. 
Synchronous usage sometimes involves scaffolding where 
parents help children use the video system [10]. Potentially 
negative social norms have emerged around domestic video 
chat usage where people might feel a sense of obligation to 
stay in view [13,23], conversations become constrained 
[13], or people do not know what to share [35]. Our work 
builds on this research to investigate synchronous and 
asynchronous shared usage of a video communication 
system, albeit one built into a telepresence robot, as well as 
the development of social norms around such usage. 

There is also a longstanding history of investigating privacy 
and the ways in which people choose to participate in a 
video-mediated communication system (or not) and how 
designs support or do not support people’s behaviors and 

needs [2,5].  This often relates to interrelated components 
of privacy, including solitude, confidentiality, and 
autonomy [5]. Solitude refers to people’s ability to choose 
when to interact; confidentiality relates to what others know 
of oneself; and, autonomy refers to people choosing when 
and how they participate in a space [5]. Reciprocity has 
been shown to be important in video communication; this is 
the idea that if a person can see someone, that person can 
also see him or her [3]. When people can see or hear others 
but not be seen or heard themselves, there may be issues 
around disembodiment [2].  In order to design systems in a 
way that mitigates privacy issues, researchers have 
suggested designs that give users control over how they 
participate, such as flexibility to choose when, where, and 
how a connection is made [2,3,7,20].  Our research explores 
the aforementioned theories of privacy in video-mediated 
communication systems to understand and suggest design 
direction for shared telepresence robots. 

STUDY METHOD 
We studied telepresence attendance at CSCW 2016 with the 
goal of understanding the effects of shared telepresence 
robots on the remote user experience. We compared this 
experience to the use of dedicated telepresence robots.  The 
study was approved by our university research ethics board. 

Remote Attendees 
We advertised telepresence attendance at CSCW via the 
conference web site and social media. We selected three 
attendees for workshops (based on whether they had a 
workshop paper accepted) and eight applicants for the main 
conference (only eight applied). Workshop attendees were 
assigned a dedicated robot for their workshop.  Prior to the 
conference, we had attendees for the main conference 
(Monday to Wednesday) select which sessions they thought 
they would attend. Those with more than five sessions (five 
people) were assigned a dedicated telepresence robot that 
they could use at any point throughout the conference, 
while the remaining participants (three people) were 
assigned to shared robots with other remote attendees. 
Those sharing robots were told they could connect into the 
conference during only the sessions they pre-selected. In 
addition to our predefined sharing, two of the individuals 
selected for the main conference program decided to 
appropriate their dedicated robot in a manner that also made 
it shared: they shared their robot amongst graduate students 
in their university research group. In the first case, a robot 
was shared between one faculty member and two graduate 
students. In the second case, a robot was shared amongst 
seven grad students while the faculty member was at the 
conference in person. Overall, our participants consisted of: 

• 3 workshop attendees using dedicated robots (D1-D3) 
• 3 conference attendees using dedicated robots (D4-D6) 
• 13 conference attendees using shared robots (S1-S13) 

Remote attendees comprised of 11 graduate students and 8 
faculty members. 10 participants were from the USA, 5 
from Canada, 2 from Brazil, and 2 from China. One 
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participant faced accessibility challenges that made it 
difficult to travel, while the rest faced either time or cost 
restrictions, or wanted to participate simply to try out a 
novel experience. Nobody was located in the same time 
zone as the conference; time zones for those at the main 
conference varied from 1 to 5 hours time difference. Two 
workshop attendees faced a time zone difference of 16 
hours and one was 3 hours different. Remote attendees paid 
half of the cost of regular attendance given that the setup 
was still somewhat experimental. Participants completed an 
informed consent process prior to the conference. 

Telepresence Setup 
We used eight BeamPros (hereafter called Beams) [38] as 
the telepresence robots (Figure 1). Beams have two 
cameras, one facing forward and one facing the floor for 
navigation. Camera resolution is 480p with a field of view 
of 105° and 3x digital zoom. Users control movement with 
a keyboard, mouse or XBox controller.  

The conference spanned two floors of the hotel’s meeting 
space and there was a small elevator that connected the 
locations. Beams were docked inside a meeting room on the 
second floor and we placed a large mirror at the door of the 
room so that remote attendees could see themselves as they 
left the room; for workshops, we docked the Beams inside 
the workshop rooms. We created a group instant messaging 
backchannel in Skype and asked all remote attendees to 
connect to it while they were at the conference so we could 
provide them with technical support as needed and give 
them a channel to communicate with other remote 
attendees. 

Prior to the conference, we asked remote attendees to mail 
us items to personalize their Beams so that each robot 
would be visually identifiable where knowledge of who 
each remote attendee/robot was might be built up over time. 
Such personalization was found to be important in past 
avatar-based conferences [8] and remote attendance via 
Beams, although personalization was only studied with  
dedicated robots and not shared ones [28].  

We tested various items prior to the conference and found 
that items that could be affixed to the top of the Beam 
worked best since they were visible from a greater distance 
away. For these reasons, we asked participants to send us a 
hat, scarf, nice wig, or a bandana to decorate their Beam. 
Participants were told that if they did not, we would 
perform our own customizations using items we had on 
hand. We received items from seven people, including 3 
hats, 2 scarves, 1 hat/scarf/pennant combination, and a shirt 
(which we affixed like a scarf). Both Beams that were 
shared amongst their university’s research lab sent a single 
set of personalization items to be used by all people from 
that institution. Prior to each Beam’s usage, we affixed the 
appropriate person/institution’s item to the Beam. We 
attached a colored balloon to the top of Beams in cases 
where the person did not send us an item; the balloons 
bobbed slightly as the Beam moved which was purposefully 

chosen to help remote attendees be seen from far away. 
Thus, across all 19 remote attendees, 14 had personalized 
robots (albeit two were personalized for their research 
groups and not individuals) and 5 had colored balloons.  

Data Collection and Analysis 
Semi-Structured Interviews 
We conducted interviews with each remote attendee within 
several days of the end of the conference over Skype [15]. 
Interview times varied between 15 and 60 minutes, with 
most taking longer than a half hour. One participant was not 
responsive to our emails and so we did not interview this 
person. Another had a very busy schedule so we exchanged 
emails asking a subset of the interview questions. Interview 
questions focused on the experiences around sharing a 
robot, robot personalization, navigation, social interactions, 
privacy concerns, and any additional topics that emerged 
from participants’ experiences. All interviews were audio-
recorded and transcribed, except for one where recording 
failed. We used thematic analysis to understand the main 
themes within our data. This involved multiple reviews of 
interview transcriptions and meetings amongst the paper 
authors to discuss their observations. 

Observations 
We observed the remote attendees throughout the 
conference, during sessions, breaks, and at the demo 
reception. We could not feasibly observe all of the sessions 
that the remote attendees went to, however, we managed to 
have at least one observer attend 19 of the 27 sessions that 
remote attendees were at along with breaks between 
sessions. Observers took notes about where the Beam 
parked, how they moved through the session or space, 
whether or not they asked questions, and if and how they 
interacted with people. We recorded images and videos at 
various points to capture the different types of interactions 
that occurred and the placement of Beams in sessions.  

We did not collect observations of a class who shared a 
Beam with their course instructor (described more later) 
since the complexity of obtaining informed consent from all 
students in the class was high. Instead, we collected 
interview data from the course instructor as well as two 
students in the class, C1 and C2 (they responded to our call 
for interviews with students). These two students completed 
consent forms prior to being interviewed. 

The amount of time that remote participants attended 
CSCW varied broadly. We tracked this time using their 
Beam login accounts. Two accounts were shared amongst 
multiple people at the institution, so we were only able to 
track usage for the entire institution. The mean time spent 
connected to a Beam with a single account was 9.9±6.7 
hours (med=8.3, min=1.9, max=20.4 hours). Five accounts 
used a Beam the full 3 days of the main conference, two 
accounts used a Beam 2 days, and three accounts 1 day. 
Remote attendees primarily attended conference talks. Two 
remote attendees attended the poster and demo reception. 
Workshop attendees spent the majority of their time within 
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their workshop room, though they were exposed to the 
larger conference audience (beyond workshop attendees) 
during break times which occurred in the hotel’s foyer. 

Backchannel Messaging 
All remote attendees joined the Skype backchannel along 
with five support staff and one local attendee (the faculty 
supervisor for one of the institutionally-shared robots). 
Attendees made a total of 267 posts with an average of 
22.8±26.1 posts each (median=16, min=1, max=104). 
Support staff made a total of 168 posts with an average of 
44.6±37.2 posts each (med=39, min=11, max=105). The 
local attendee made 18 posts. We kept logs of the messages 
in the Skype backchannel and performed coding on a per-
message basis to identify the type of content in the 
message. Codes were preselected as technical questions, 
answers, and comments and social questions, answers, and 
comments. We also coded each message according to who 
was the sender and the most likely intended recipient. Our 
goal was to understand the main uses of the backchannel. 
Two people independently coded the backchannel messages 
to understand who messages were being sent between and 
whether messages were about technical or social issues. 
Interrater reliability was 0.92 for recipients and 0.72 for the 
content of the message.  Raters discussed the divergent 
codes and came to a consensus (reported in our results).  

Next we describe our main themes where first talk about the 
ways that robots were shared asynchronously, followed by 
synchronous usage, personalization, and the ways that 
knowledge was shared between remote and local attendees. 

ASYNCHRONOUS SHARING OF ROBOTS 
Beams were shared asynchronously between participants 
from different institutions and, as mentioned, Beams were 
also shared asynchronously in an opportunistic fashion 
where people from the same research group shared a single 
Beam.   In the following sections, we talk about the benefits 
and challenges of both types of asynchronous sharing. 

Obligation, Commitment, and Responsibility 
First, there were clear distinctions between the ways that 
participants thought about and used the Beams based on 
whether they were using a shared or dedicated Beam. Those 
who attended CSCW using a dedicated robot very carefully 
planned their time at the conference. Some even went to 
great lengths to block their calendars or let others at their 
local location know that they were unavailable for the 
duration of the conference. Thus, they worked hard to 
ensure their time was committed to what was happening at 
the remote location (the conference) and not at their home 
location. They also had a sense of responsibility for the 
robot in that they needed to occupy it on a daily basis and 
be responsible for its placement throughout the conference 
venue (e.g., returning it to its dock for charging). There was 
also a strong sense of the robot representing them and being 
“there’s.” 

“I kind of warned people I'm going to be at the conference 

this week… we don't have classes yet this week. So I didn't 
have to teach or anything. Otherwise I would have had to 
make arrangements. "- D3 

Being a dedicated Beam user was not always easy. Piloting 
the Beam and using it for long periods of time was 
challenging; participants said it required one to pay a lot of 
attention to drive around and also converse at the same 
time. Those in workshops faced challenges in trying to be 
‘present’ for an entire workshop (~8 hours).  Many 
dedicated robot users reported being fatigued and having to 
take breaks for exercise or to rejuvenate. Thus, while 
participants had complete autonomy over when and how 
they participated in the conference, such flexibility and the 
ability to participate extensively in the remote location 
actually made the experience quite challenging at times. 

In contrast, those participants who were using shared 
Beams exhibited behaviors that would suggest much less 
attachment to their Beam and commitment to being in 
attendance, despite signing up to attend the conference at 
specific points in time. They described not feeling 
responsible for their robot and its whereabouts in the same 
way that dedicated robot users described their 
responsibility. Participants told us that they did not feel 
guilty or obligated to be at the conference the entire time 
and that they could balance conference attendance with 
other activities happening at their home location. Some 
were even not bothered if they missed one of their time 
slots. Thus, the shared nature of the robots meant 
participants were able to regulate their solitude in terms of 
their time away from the conference for themselves, as well 
as their autonomy, the ways in which they wanted to 
participate or not in the remote location. 

For example, S11 found that family activities, last-minute 
work meetings, and casual interactions with co-workers 
would disrupt his attendance at CSCW and became a higher 
priority since they were happening in-person. Thus, his 
commitment to activities happening locally superseded any 
remote commitments he might have. A similar finding was 
found for avatar-based conferences [8]. S11 did not feel 
responsible for his robot and, instead, just wanted to see 
particular talks. As a result, he began to have his graduate 
students (who were sharing the Beam with him) move the 
Beam to locations that he may want to connect into.   

“I was more obligated to attend to my real life meetings. I 
told my students, why don’t you drive the Beam and just 
leave it there and when we get a chance between our 
schedule, we can come in and watch the session…Beam 
activities were secondary and my real life was more 
important.”- S11 

Like past studies [28,31], remote attendees received a lot of 
attention because they were in a Beam and it was still a 
novel technology. Not everyone was comfortable with such 
attention and the fact that they used a shared robot meant 
that they could try to avoid situations that might produce 
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the most amount of anxiety or stress, which, for many, was 
social events.  Instead, those with anxiety could let their 
colleagues who shared the Beam with them attend such 
activities and not feel guilty for missing out since someone 
else was making use of the Beam. 

"I didn’t apply for any of the social events because I 
thought that’d be so awkward…I have never been in the 
Beam before…I’m very junior in the field so I don’t know 
many people there. Most would be strangers.” – S9 

“I don’t have to stay there all the time. Using the Beam is 
pretty stressful, especially when I was listening to talk. I 
didn’t know I was so obvious in the back of the conference 
room…. If you are on the Beam, you must actually look like 
you are paying attention.  That’s stressful..” – S5 

Scheduling and Disappointment 
One of the institutionally-sharing groups found it easy to 
coordinate the use of the Beam because there were only 
three of them sharing it. The second group shared a single 
robot amongst seven graduate students and faced 
scheduling challenges and disappointment as a result of the 
‘scarce’ Beam resource. Students recorded what sessions 
they wanted to attend and then a senior student made the 
decision about who to let use the time slot. This was based 
around people’s research topic and a desire to balance out 
the number of time slots that each person received. Despite 
efforts to ensure fairness, not everyone was able to see their 
preferred events. In this case, one’s ability to exercise 
autonomy and participate in the remote location as desired 
was constrained by the pragmatics of having only one 
Beam available across several people. 

“It was good because maybe some prefer morning times, 
some prefer evening times. Always there was someone on 
the Beam. As a lab we didn’t miss anything. But as a 
person… personally I miss many, like there was an award 
session, so I missed that. And I really wanted that…I would 
have liked to see how the Beam could see the posters.” – S6 

Changing Personalization Items  
For asynchronously shared Beams, we had to ensure that 
each Beam had the proper personalization items on before 
the remote attendee connected. This involved changing 
items during breaks for the Beams not shared within the 
same institution. This was challenging to time and meant 
that remote attendees had to return to the docking room at 
the breaks between sessions, which reduced mingling 
during breaks. In only one case was there ever an accidental 
situation where a Beam was not properly personalized for 
the remote attendee and the remote attendee connected into 
a Beam with the wrong appearance items on.  

“I beamed into the one that was on the schedule that was 
Beam #6 and that ended up being [another person's] Beam 
and there was also that feeling that I was in someone else’s 
Beam. Not that I’m in that person’s body, but someone 
else’s possession.” – S3 

While this was an isolated incident, it illustrates the 
potential for coordination issues around the personalization 
of shared robots. It also raises larger implications around 
the practical challenges of relying on others to help one 
construct attributes of his or her identity in a remote space 
when using a telepresence robot. When at a conference in 
person, people are able to construct the way they look as a 
part of their identity on their own, where this identity is 
then reinforced by local people who recognize them, 
interact with them, etc. [11]. Yet with physical 
embodiments such as telepresence robots, if physical 
objects are used to augment or present one’s appearance, 
remote attendees lose their autonomy as a part of identity 
presentation. 

SYNCHRONOUS SHARING OF ROBOTS 
Beyond the asynchronous, turn-taking form of sharing, we 
saw sharing emerge as a simultaneous group activity. This 
was despite Beams primarily being designed for use by a 
single person at any given time. This occurred in two main 
ways: large group and small group sharing. 

Large Group Sharing 
One remote attendee who was a professor used his Beam to 
attend CSCW while teaching his undergraduate class of 32 
students. He situated himself in the middle of the camera’s 
view and the rest of the class was positioned behind him in 
a lecture theatre. They attended a CSCW session on 
education. While a potentially valuable learning experience, 
this setup juxtaposed varying needs for solitude and 
autonomy within the video-mediated environment. First, 
this setup gave the professor the opportunity to show his 
students the latest work in the field they were studying; 
thus, it allowed him to fulfill his goal of enhanced teaching. 
For example, the professor used naturally occurring social 
interactions with local attendees as opportunistic teaching 
moments about the technology. 

“I found people treated me different ways.  I pointed this 
out to the class to watch for… Some people go out of their 
way to interact with the Beam…Coming into a room, 
everyone just looks over and smiles at you.  In person, I’d 
wonder why. Do I have something in my teeth?  Do I have 
my fly open?” – S3, Professor 

Yet because the robot was ostensibly designed for only a 
single user to operate, this shared usage did not allow the 
students to exercise their own autonomy to participate in 
the remote space as they might see fit. For example, we 
interviewed two students from the class and one of them 
wished he could have been able to experience firsthand 
what it was like to interact with people using the Beam. The 
other student did not want to directly interact with people 
through the Beam because of perceived social pressures and 
so he was content on only watching.  In this way, the setup 
afforded him the opportunity to see what interactions might 
be like without infringing on his desire to not have to 
actually interact himself. 
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We also learned that both students felt a lack of social 
responsibility for the Beam, including where it was 
positioned in sessions and how it moved throughout the 
space because they were ‘just watching’ rather than driving 
it. They felt the responsibility for the Beam lay solely on 
the professor. In addition, the setup raised questions around 
confidentiality and who would be viewed on camera when 
varying, and possibly competing, privacy needs may be 
present amongst the students. 

“It certainly feels like I’m less of a head and more of a 
portal. And people are seeing into my world…I got a 
webcam, not just the laptop, and kind of propped it up so 
we could get a wider view of the class. So people could see 
we were the class. I also reminded people that if you don’t 
want to be seen then don’t sit in this general area. Sit on the 
sides…. We did have one student who sat in that area 
because they didn’t want to be seen.” - S3, Professor 

Both of the students interviewed from the class described 
purposely sitting in locations in the classroom where they 
could not be easily seen on camera. This allowed them to 
meet their own social needs of not wanting to be seen, 
though it meant that people local to the conference did not 
know they were watching.  Neither student was concerned 
about this lack of reciprocity as they felt that only the active 
driver of the Beam needed to be visible on camera.  

“I was in the row behind him but outside of the camera 
range…I didn’t really want to be seen by people…I have 
had this phobia of not liking having my picture taken…It 
was interesting to see how people interacted with [my 
professor].” – C2 

While the setup benefitted the students as it allowed them to 
remain anonymous, they were in fact disembodied in the 
remote environment yet still able to see and hear what was 
going on.  This lack of reciprocity could easily raise 
concerns for local attendees in the conference location. 

Small Group Sharing 
Beams were also shared by small groups of two to three 
remote attendees at the same time where one person would 
operate the Beam and the other attendees would sit next to 
this person so they could be on-screen and see what was 
happening at the conference. Remote attendees used this 
setup to attend talks that they were both interested in.  
However, like large group sharing, because the robot was 
ostensibly designed for a single user rather than side-by-
side pairs, the experience was challenging. 

First, the view of the robot’s cameras on the display were 
challenging to see given that two or three people were 
sitting next to each other. When viewing on a laptop screen, 
this meant that the users had to sit very close to one another 
and often inside one’s personal space. Second, the setup 
reduced one’s ability to multi-task. That is, it interfered 
with one’s solitude and ability to ‘do things on my own’ if 
desired. It also meant that possibly confidential information 
might be visible on the screen of an individual, which was 

now visible to the person sharing the computer. Participants 
were also constrained in that they had to watch from their 
research lab, as opposed to being at home; this raises 
questions around their autonomy and where they participate 
in the mediated environment from. 

“I attended two sessions and in one of them one of my 
student was interested, so he came and sat next with me in 
that session...We sat on the couch, and perched the laptop 
on the coffee table. Easily, the biggest challenge was that 
the view of the screen just wasn't as good. I think the other 
thing was that it prevented me from doing the normal sorts 
of a "side channel" activity (check email, etc.) that I would 
normally do.” – S11When social interactions occurred, the 
shared robot configuration created confusion over who a 
local person was talking to. It also had the potential to 
interfere with people’s solitude and desires to engage in 
conversation or not.  For example, participants talked about 
one person wanting to engage in conversation, while the 
other did not.  

“I think it was also a bit more confusing for others to 
interact with us, as it wasn't always clear who they were 
saying "Hi" to if the camera feed was choppy/block” - S11 

“We both thought we should go to the demo night. But it 
was a bit awkward to have two people sharing a single 
Beam, one driving and two people sitting in the frame. It's 
kind of awkward when there are two people within the 
representation of what is one person...During paper 
sessions, however, this isn’t really a problem, since people 
are generally paying attention to the talks and not to the 
other people in the audience.” – S12 

PERSONALIZATION 
When in person at a conference, people can select and 
present their appearance on their own and they can change 
it as much as desired. Yet with telepresence robots, given 
the practical challenges of augmenting a telepresence 
robot’s appearance, remote attendees were faced with 
constraints around how to present their appearance and it 
relied on remote people, the telepresence organizers, to 
facilitate the process. We describe how participants worked 
within these constraints to present their identity and what 
problems it created for shared Beams next. 

Institutional Branding  
First, participants who picked their personalization items 
very carefully thought about what facet of themselves 
should be the focal point of their Beam’s customization. In 
every case, the Beams’ appearances became focused around 
one’s institution or location as a form of branding or 
advertisement, rather than a depiction of other attributes 
about the participant (e.g., gender, one’s own appearance); 
this contrasts studies of avatar-based conferences [8,16,39]. 
These findings were universal across all participants who 
chose personalization items for their own Beam or their 
institution’s Beam. Thus, we did not see differences 
between dedicated and shared Beams. 
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“At first when you told us to get the identity, what I thought 
I’d do was have a bandana with our university logo and a 
[country] flag…. So I looked in Amazon.” – D3 

“My school’s color is red so and then also there was a flag 
with the school name. I feel like they will, the people will 
recognize that I’m, where I’m from.” – S9 

The selection of items to represent a location or institution 
was not always easy and participants said they struggled 
with the need to pick items that could be easily attached to 
the Beams, spend only a small amount of money (because 
they had to ship the items and may not get them back), and 
represent some facet of themselves. For example, S11 
wanted to use a hockey jersey because he felt it represented 
his country, yet it would not have been possible to easily 
attach it to the Beams and it was very expensive. 

The Environment and Setting 
Second, participants thought about the environment that 
they would be a part of at the conference and how they 
should best match it while also ‘standing out’ and not 
looking generic. This was the case for both dedicated and 
shared Beam users and included trying to “look good” 
aesthetically or appear “cool”. Such considerations were 
also found in avatar-based conferences [8,36]. 

“I was really worried what other Beams would look like… I 
didn’t have the context of how cool other Beams would be. 
… Where’s Waldo came up in kind of a jokester way. 
Where’s the Beam… When I saw the whole lineup of all of 
the Beams, the initial concern about being cool, I thought 
we actually did a good job. We looked cool.” – S8 

Some participants (both dedicated and shared Beam users) 
were concerned about the seriousness of an academic 
conference given that it is a work setting, even though dress 
and demeanor at CSCW is often fairly casual. This was 
described by a participant who was in an institutionally-
shared Beam as well as a dedicated Beam users who did not 
send in a personalization item and, instead, had a balloon 
attached to the top of her Beam. In the latter case, the 
participant wished she had an item that was more serious in 
nature than a balloon.  

Self-Representation with Shared Beams 
Despite the careful thought that went into personalizing the 
Beams’ appearances, they were not satisfactory for 
everyone.  In cases where the Beam setup was one of 
synchronous sharing, a single appearance did not raise 
issues.  For example, the two students we interviewed from 
the class were fine with their Beam’s personalization (with 
university colors) since they felt it should match their 
professor’s desires for customizing the Beam and not their 
own. This could be attributed to the way in which the Beam 
was setup and used, with the professor as the focal point on 
camera and main driver.  However, in cases where the 
Beams were asynchronously shared within a research 
group, dissatisfaction arose from five of seven participants 
who were not a part of the selection process for the Beam’s 

personalization. In these cases, they had to give up control 
of their appearance to a designated person from their 
research group. That is, they lost autonomy over how they 
would be presented in the remote space. Rather than want 
institutional branding, these participants desired self-
representation where they could present aspects of their 
own appearance and interests. For example, one shared 
Beam participant wanted her Beam to look very plain so 
that she would not stand out; she felt that the Beams were 
already attracting too much attention and she wanted to be 
less noticeable. One participant wanted to show more of her 
personal attributes, along with knowledge of her interests. 
Another participant was okay with representing her 
institution, but thought carefully about how her gender 
could be presented at the same time. She was also 
concerned about how the Beam’s personalization was not 
what one would normally see indoors. 

“Who wears a hat in somewhere? It’s for outdoors. The 
outfit was more for the outdoors than the indoors. Who 
wears a hat in a conference?  Our robot was more like a 
boy. The hat and scarf, it was more like a boy. Maybe I 
would be more girlish, feminine things…. There’s some 
scarfs in the [school] store that are so nice and silky. 
They’re like fancy…. The way that I myself wear a better 
dress for a more formal place.” - S6 

Overall, the challenge with the findings around self-
representation is that we do not know if these 
participants would have actually made these 
selections if they were the ones choosing the 
personalizations, or if the concern was actually 
because of a loss of control over their autonomy 
and choice of self-representation at the remote 
location. Reactions from Local Attendees 

For the most part, remote attendees received positive 
responses about their appearance when interacting with 
local attendees. Remote attendees were complemented for 
their personalization and many had pictures taken of them, 
likely because of the novelty of the technology and 
personalization. Only one participant (dedicated Beam) 
commented that she felt her appearance had received 
negative reactions from local attendees. She had not sent in 
a personalization item and, instead, had a balloon attached 
to her Beam.  

“I wish I had sent/asked in advance for a more personal 
and maybe more ‘serious’ and not disposable object but I 
didn't get around to that, the balloon was good enough as 
far as bringing some color and personalization although it 
might have played into whatever enabled the sometime 
condescending/paternalistic/not taking seriously approach 
that I have felt from some attendants.” – D4 

KNOWLEDGE SHARING WITH LOCAL PROXIES 
Remote attendance also involved local attendees helping 
remote attendees with social and contextual information.  In 
this way, the concept of ‘shared robots’ also involved 
shared knowledge between remote and local attendees.  
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Beam Buddy 
Like other conferences [28,31], using the Beam was not 
always easy in terms of navigation, parking, and social 
interactions. One of the institutions sharing the Beam 
recognized the value in having a local attendee available to 
help guide the Beam driver.  They assigned a local attendee 
as a ‘Beam Buddy’ to help each remote.  The Beam Buddy 
stayed with the robot at all times. 

“We had a Beam buddy on the other side to help… It was 
more than navigating, it was helping us talk to people, 
introducing us.” – S6 

What worked especially well about the ‘Beam Buddy,’ as 
told to us by several participants, was a shared sense of 
trust. Because they had an established relationship with the 
person, they trusted the help that they received. At times a 
local attendee who already had a strong connection to the 
CSCW community played the role of Beam Buddy. This 
helped remote attendees who were graduate students meet 
people and feel like they were becoming more connected to 
the community. On the other hand, when the Beam Buddy 
was relatively new to the community, such connections 
were felt to be harder to create. 

Backchannel 
Help from local attendees occurred opportunistically for 
remote attendees who did not have a ‘Beam Buddy.’ This 
was uniform across attendees, regardless of whether they 
were in a shared or dedicated robot. This went beyond help 
with elevators and doors, as reported in past studies [25,28] 
to helping understand the local context and social 
interactions.  In one of the workshops, this occurred 
through WeChat between a remote attendee who was from 
China and the workshop organizer.  

“Because one of the workshop organizers was from China. 
So we had a WeChat group and the organizer from China 
guided me a lot (in WeChat).”  – D3 

More broadly, we found that despite the Skype backchannel 
being setup to offer technical support to remote attendees, 
remote attendees used it to gain social support from local 
attendees. 233 posts (39.7%) were about technical topics, 
such as questions about the Beams’ features, comments on 
the telepresence setup, questions about Wi-Fi, etc. Yet more 
posts, 354 (60.3%), were about social topics such as social 
etiquette, social norms, etc. Posts between remote attendees 
and support staff accounted for 77.5% of posts, while only 
12.5% of posts were between remote attendees.  

Because support staff members were physically present in 
many of the sessions that the remote attendees were present 
in (for observation purposes), remote attendees would 
frequently ask questions of them in the backchannel. For 
example, they would ask about their positioning in the 
room, whether there was a better viewing location that was 
empty, if it was socially a good time to leave, if they were 
too loud, etc.; this contrasts prior studies of a backchannel 
at the CSCW 2004 conference where posts focused on 

presentation content [26]. In this way, support staff became 
local proxies for the remote attendees by providing them 
with information that was difficult to ascertain through the 
Beam. While the remote attendees did not necessarily have 
a long-term relationship with those supplying the advice 
and help, participants said that because support staff had 
experience with Beams, their judgment was trusted. 

“I used it if it was something that I was not too sure of, 
what’s the proper way to use the Beam, what’s the proper 
social norm, if you are not allowed to do something.” – S12  

What seemed particularly important about the backchannel 
support that remote attendees were receiving was its 
perceived invisibility. That is, support could be given 
discreetly through the backchannel, rather than talking 
aloud in the conference sessions. This aided the remote 
attendees because it left the control of how they interacted 
with the Beam in their own hands, rather than giving it up 
to others.  Remote attendees felt empowered as a result. 
Despite the benefit of the backchannel, participants 
experienced challenges typical of backchannels and 
threaded chat, e.g., information overload, distraction [37].  

DISCUSSION AND CONCLUSIONS 
We now discuss our results and their implications for the 
design of telepresence robots. First, we had imagined that 
shared robot usage would follow a model of participation 
that mapped to the design of the telepresence robots, e.g., 
one user at a time, fixed user changes according to a 
schedule. However, it was evident very quickly that 
telepresence attendance was much more about 
appropriation and allowing remote attendees to decide how 
to best make use of the opportunity that telepresence robots 
afforded them—e.g., shared by researchers at different 
institutions, time-shared amongst groups at the same 
institutions, simultaneously used by multiple users, used by 
an entire class. Thus, remote attendance was not always a 
per person activity like we expected. This was not found in 
previous studies of remote conference attendance via 
Beams [28,31]. Such synchronous usage is more akin to the 
way that a family might gather around a video chat device 
when at home [1,19,23] rather than how video might be 
used in the workplace within meetings or for one-on-one 
conversations [6,44].   

Clearly social norms are developing and the model for 
remote attendance is not like the model for local attendance. 
In the local case, a person registers and attends the 
conference as him or herself. There is no other type of 
attendance. Yet remotely, there is a whole host of ways to 
utilize one’s “attendance.” The implication is that 
telepresence robots and associated video communication 
systems need to be designed to support a multitude of 
different sharing and telepresence needs. Certainly a ‘one 
size fits all’ model is not good enough when it comes to the 
design of telepresence robots for conferences or events 
similar in size and activities to CSCW. Differing attendance 
models require the design of different types of robots or 
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telepresence technologies where users are able to exercise 
their autonomy to regulate how they participate in the 
remote space and regulate their solitude by choosing when 
to engage in interactions. Prior research does not suggest 
telepresence robot design directions based on changing 
needs around privacy, including autonomy and solitude. 

Naturally, designing to balance the needs of multiple users 
within shared robots such that autonomy and solitude can 
be regulated is not an easy design task. Two people 
attending a conference through a single robot may want to 
choose a ‘two-headed’ telepresence robot design rather than 
one with a single display, or the ability to tile video feeds 
within a single robot display. The latter could work for 
viewing talks, but possibly not for social mingling given the 
potential social awkwardness associated with seeing two or 
more people on the robot’s display. A person using a 
telepresence robot as part of a class may want a wider 
screen to show the entire class (similar to [17,22]), or the 
ability to visually obscure people who do not want to be on 
camera. Yet this may raise concerns around reciprocity and 
which remote users can be seen by local attendees. 
Disembodiment of remote users has been a longstanding 
concern with video communication systems [3] only now 
the system is moving throughout the environment, possibly 
raising more questions about who can be seen or heard 
without reciprocal viewing of the remote users. This is 
different than home environments using video chat as well 
as video conferencing in the workplace where the remote 
users are typically a small group of known individuals and 
cameras are constrained to a single general location 
[1,6,19,23]. Thus, our study extends the challenges 
previously raised in the video-mediated communication 
literature by illustrating how privacy challenges (e.g., 
disembodiment, solitude, autonomy) are dynamic based on 
movement in the remote space via a telepresence robot. 

Second, personalization of the telepresence robots was 
clearly valuable for both shared and dedicated robots and it 
allowed participants to fulfill a range of social needs; this 
was similar to findings on avatar-based conferences 
[8,16,39], though we found a larger need for institutionally-
focused personalization. Our results also contrast the study 
of CHI 2016 where personalization was said to not be a 
high priority because of the large venue size [31]. With a 
conference like CSCW, people did not want to look 
generic, as telepresence robots are currently designed to be.  
Yet what is also important is how people maintain control 
over their own identity and who makes identity and self-
presentation decisions for them, in particular if a robot is 
shared by multiple people. Remote attendees could change 
what they looked like on camera, but unlike appearance 
options for avatar-based conferences [8,16,39], robot 
customization, and identity formation in turn, was not 
individually-based for shared Beams. Previous research on 
telepresence robots has found robot appearance to be 
important [25,28,33] and our work extends this knowledge 
to illustrate the issues around autonomy, as it relates to 

robot appearance, when robots are shared. 

The challenge is that it can be difficult to address these 
needs with physical objects attached to robots, especially 
with large numbers of remote attendees. This challenge is 
exacerbated with shared robots. One possible solution could 
be digital augmentations where users digitally change the 
appearance of the robot from a remote location (e.g., 
change its color, adjust its height, display a picture on the 
back). Solutions such as this could give remote operators 
agency and control over their own appearance. Yet one 
must also be cautious with digital approaches. With digital 
personalization, there is risk that a person may try to change 
their personalization often since it easy to do so if they have 
remote control. In contrast, personalization that changes 
less over time may be easier for local attendees to identify 
with, which could serve to help users construct a robot-
based identity longer term.  

Third, we see new ways to think about knowledge sharing 
and social support from local attendees who are able to help 
remote attendees overcome navigation and awareness 
challenges. Here the idea of “shared” robots extends to 
include knowledge sharing between local and remote 
attendees. It also relates to understanding what one ought to 
do in a telepresence robot. This behavior is somewhat akin 
to the way parents might provide scaffolding to children 
using video chat, where they suggest how they should be 
interacting with remote family [10]. Certainly the hope is 
that the design of telepresence robots improves so that 
remote conference attendees do not experience limitations 
during navigation and social interactions [28,31]. Yet it is 
likely the case that there will always be design aspects that 
could be improved as social norms and needs evolve over 
time and so the need for contextual knowledge about one’s 
remote environment may persist. Past studies of 
telepresence robots have described social support from 
people who are local with the robot (e.g., helping with 
elevators) [25,28], however, our results point to a more 
nuanced type of social support through local proxies. It also 
points to the sharing of cultural knowledge about how 
robots should be used in a conference setting. This is 
similar to how an understanding of how video-mediated 
communication systems should be used has evolved over 
time as part of workplace [7] and domestic culture [13,35].  

One caveat with the approach of knowledge sharing 
through a backchannel relates to who is providing the social 
advice on what one ought to do in a telepresence robot. In 
our case, it was support staff. However, this may not always 
be desirable and it has the potential to leave the suggestion 
of social norms in the hands of a few, rather than being 
organic in the hands of many. This suggests that future 
design work for telepresence attendance could explore 
additional ways for remote attendees to communicate with a 
broader set of local attendees. This may provide them with 
the types of contextual information that our participants 
found valuable as well as suggestions around what may be 
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considered socially acceptable behavior. This could then 
directly help to establish and evolve social norms around 
telepresence attendance at conferences. Naturally, having 
all local attendees participate in a backchannel would seem 
to be too much. Instead, a small, but diverse group, may be 
ideal. There are also likely other design opportunities to 
think about how social norms around robot usage should 
develop, evolve, and be shared. 

Our study is limited in that we do not have data that 
explores the reactions from local attendees towards 
telepresence attendance. In contrast, our study focuses on 
the experience of the remote user. It is also the case that our 
study results do not likely generalize to larger conferences 
such as CHI or other events that might include several 
thousand attendees. We found many differences between a 
medium-sized conference, such as CSCW, when compared 
to past studies of the much-larger conference, CHI 2016 
[31]. Future work should continue to explore design options 
for better supporting shared telepresence robots where our 
suggested directions show promise for such explorations. 
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